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1. Introduction 

 
The EUMETSAT Satellite Application Facility on Land Surface Analysis (LSA 

SAF) generates, on an operational basis, Land Surface Temperature (LST) from the 
Spinning Enhanced Visible and Infrared Imager (SEVIRI) onboard Meteosat Second 
Generation (MSG) satellites (Schmetz et al., 2002). LST is an important parameter for 
the monitoring of surface energy budget, since it is the primary variable determining the 
upward thermal radiation and one of the main controllers of sensible and latent heat 
fluxes between the surface and the atmosphere. Thus, the reliable and long-term 
estimation of LST is extremely important for a wide number of applications, including: 
(i) model validation (Trigo and Viterbo, 2003; Mitchell et al. 2004), (ii) data 
assimilation (Caparrini et al., 2004; Qin et al, 2007; Bosilovich et al., 2007); (iii) 
hydrological applications (Kustas et al., 1996; Wan et al., 2004); and (iv) climate 
monitoring (Jin, 2004; Jin et al., 2005, Yu et al, 2008). LSA SAF MLST (LSA-001) is 
processed at the full SEVIRI temporal and spatial resolution allowing the capture of the 
full diurnal cycle over clear sky regions. The LSA-003 product ‘Derived Products Land 
Surface Temperature (DLST)’ presented here is entirely derived from LSA SAF’s 
MLST product (LSA-001). Details on the MLST product and its performance are given 
in the ‘Algorithm Theoretical Basis Document (ATBD) for LST’ (Trigo et al., 2009), 
the ‘Product User Manual (PUM) Land Surface Temperature’ (Land SAF Project Team, 
2010), and the ‘SAF for Land Surface Analysis (LSA SAF) Validation Report LST’ 
(Trigo et al., 2009a).  

 
Satellite based remote sensing is the only realistic means by which the land 

surface can be monitored frequently and on large scales. The last decades have seen a 
steady increase of space-borne sensors with ever increasing capabilities with respect to 
spectral, spatial, and temporal resolution, e.g. compared to its predecessor the data 
volume produced by MSG/SEVIRI has risen from 1 Terabyte to 20 Terabyte per year. 
This trend is set to continue and many satellite imagers will have hyperspectral rather 
than multispectral capabilities, i.e. hundreds of spectral channels instead of a few tens. 
These developments require more automated data processing and algorithms capable of 
extracting and summarizing the relevant information. Further challenges are posed by 
analyses of relations between independent space-derived parameters, e.g. LST and 
vegetation indices, e.g. NDVI, which have to be systematically studied and interpreted 
in the framework of global change research (Stoll, 1994; Lambin and Ehrlich, 1996). 
Like NDVI data, LST derived from single observations are usually spatially 
discontinuous due to cloud cover. Therefore, researchers have investigated applications 
of temporal composites of LST: 

 
• Epidemiology: Neteler (2005) used monthly mean composites of LST derived 

from MODIS/Terra to extend an epidemiological study about the exposure risk 
to Lyme and tick-borne encephalitis (TBE). The reasoning behind this 
application is that the distribution of tick-borne diseases can be related to 
“autumnal cooling”, an index describing the autumnal temperature decline from 
August to October (northern hemisphere). Sites of tick-borne encephalitis (TBE) 
appear to be characterized by a high rate of autumnal cooling, relative to the 
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annual maximum of the monthly mean LST level in midsummer (Randolph et 
al., 2000).  

• Land Surface Cover (Change): In-situ land surface temperatures have limited 
applications, since many areas are poorly represented or provide no 
observations. Satellite measurements can fill data voids and help to obtain more 
complete LST maps. Lambin and Ehrlich (1997) obtained monthly maximum 
value composites from 20 years of daily NDVI and LST data (NOAA/AVHRR) 
to perform land-cover change analyses over Africa. Barbosa et al. (1998) 
investigated the usefulness of various compositing techniques for NDVI and 
LST, including weekly maximum composites, to detect burned areas in 
AVHRR-GAC 5km data. Basist et al. (1998) first obtained LST composites 
from the Special Sensor Microwave/Imager (SSM/I) data and then used the 
composites to derive snow cover and wetness maps for a 2-week blizzard period. 
Mildrexler et al. (2007) used annual maximum composite LST data to detect 
fundamental changes in land-surface energy partioning, which are indicators for 
land cover changes due to wildfire, insect epedemics, flooding, climate change 
and human-triggered land-use. Long-term composites avoid the high natural 
variability associated with tracking LST at daily, weekly, or seasonal time 
frames. Roy (1997) investigated the impact of maximum compositing on land 
cover classification, which he demonstrated with a forest/non-forest classication 
based on NDVI and LST data derived from AVHRR.  

• Land Surface Evaporation / Drought Detection: in order to improve the 
detection of droughts from space, Kogan (1995; 1997) developed a temperature 
condition index (TCI) based on NOAA/AVHRR brightness temperatures. The 
TCI complements the vegetation condition index (VCI), a normalised index 
derived from NDVI that accounts for local differences in vegetation dynamics. 
In a combined application of VCI and TCI to drought monitoring over India, 
Singh et al. (2003) found that the two indices complement each other: VCI can 
detect vegetation stress while TCI indicates whether the stress is due to dryness 
or excessive wetness. Thus, TCI helps to identify droughts and avoid false 
alarms. In a more recent study Rojas et al. (2011) successfully combined TCI 
and VCI to map the risk of drought occurrence over Africa. Partitioning of solar 
energy at the Earth surface has significant implications in climate dynamics, 
hydrology, and ecology. Nishida et al. (2003) used NOAA/AVHRR 14-day 
composites of NDVI and LST to estimate the evaporation fraction of bare soil 
from ‘‘VI-Ts’’ (vegetation index-surface temperature) diagrams. Sandholt et al. 
(2002) suggested a simplified land surface dryness index (Temperature–
Vegetation Dryness Index, TVDI) based on an empirical parameterisation of the 
relationship between LST and NDVI. They used NOAA / AVHRR data to 
estimate the "dry edge" in LST/NDVI space by extracting maximum LST for 
small Intervals of NDVI. Intermittent coverage makes application of TIR 
methods in tropical regions quite unreliable and impractical. Using 
environmental metrics such as LST/NDVI derived from monthly and longer 
composite AVHRR imagery have provided regional-level information about 
drought in such cloudy regions (McVicar and Bierwirth, 2001). Cleugh et al. 
(2007) performed routine monitoring of landscape-scale evaporation; they used 
8-day composites of 1 km MODIS LST to estimate evaporation at 16-day 
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intervals. An overview of methods for estimating land surface evaporation from 
remotely sensed surface temperature data is given by Kalma et al. (2008). 

• Cloud Detection: Jedlovec et al. (2008) used 20-day composites of the 11µm 
channel and the 11µm –3.9 µm channel difference of GOES-12 to represent 
spatially and temporally varying clear-sky thresholds for the bispectral cloud 
tests. Such dynamically generated thresholds yield significant improvements in 
cloud detection, particularly during the more difficult night time period. Stöckli  
(2013) improved the cloud clearing thresholds of ‘The HelioMont Surface Solar 
Radiation Processing’ by modelling diurnal cycles (Göttsche and Olesen, 2001) 
of Meteosat LST. Baroncini et al. (2008) used a modified Kalman Filter to 
obtain a dynamic cloud masking and filtering algorithm based on modelled LST.  

• Harmonic Analysis: The monitoring of NDVI time series can only evidence the 
areas having seen increases or decreases in vegetation, while its combined use 
with LST time series allows determining if the changes affect the seasonal 
behaviour of the existing vegetation, or if the changes are due to changes in the 
land cover. Julien et al. (2006) used maximum composites of NDVI and LST 
(Pathfinder AVHRR Land dataset) as input to HANTS (Harmonic ANalysis of 
Time Series) software, which allowed them to simultaneously observe the mean 
value, first harmonic amplitude and the phase behaviours. The analysis was 
conducted on a yearly basis for series of 36 10-day maximum composite images. 
Among others, it confirmed a rise in wood proportion in Europe, as well as the 
desertification of southern areas.  
 

Nearly all of the above applications are based on polar orbiter data: since (earth 
observation) polar orbiters are usually on sun-synchronous orbits, the corresponding 
composites represent maximum LST at the time of observation (e.g. for the "solar noon" 
overpass around 13:30h solar time). However, the overall maximum LST generally does 
not occur at the overpass time. Furthermore, the low temporal resolution of polar 
orbiters (e.g. 2-4 LST per day) does not allow the recovery of complete diurnal 
temperature cycles (DTC) of maximum LST, i.e. maximum LST at any time of day. In 
contrast, the high sampling rate of geostationary satellites, e.g. 15 min for 
MSG/SEVIRI, allows to accurately determine the time and the value of the overall 
maximum LST as well as to resolve the temporal dynamics of the composite LST, i.e. 
entire maximum composite DTC can be extracted and analysed with methods developed 
for individual (cloud-free) DTC.  
In order to study the surface temperature of the Moon, Jaeger (1953) developed a one-
dimensional model of heat-conduction with periodic boundary conditions (Carslaw and 
Jaeger, 1959). The original model was modified for thermal inertia studies of the Earth 
(Watson, 1973; Price, 1977; Cracknell and Xue, 1996; Liu et al., 2015) and the 
associated non-linear boundary condition for the energy fluxes at the surface is solved 
by linearization or numerical (Fourier) analysis (Watson and Hummer-Miller, 1981). By 
combining a cosine term with an exponential decay function, Göttsche and Olesen 
(2001) developed a simple physics-based model of cloud-free DTC. Fitting this model 
to DTC summarizes the thermal behaviour of the land surface and yields sets of 
representative and informative "Thermal Surface Parameters (TSP)": these can be used 
to reconstruct the complete diurnal cycle of temperature, including the interpolation of 
atmospheric corrections and missing LST derived from satellite data (Schädlich et al., 
2001; Jiang et al., 2006; Inamdar et al., 2008, Inamdar and French, 2009, Duan et al., 
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2012) and for improving cloud screening algorithms (Reuter, 2005; Stöckli, 2013). 
Göttsche and Olesen (2009) improved their original model by accounting for the effect 
of total optical thickness (TOT) on DTC. Including TOT as an additional parameter, 
also potentially benefits the determination of atmospheric dust loads over deserts 
(Cautenet, et al., 1992; Legrand, et al., 1989, 1992); however, this ability of the DTC 
model still needs to be investigated. Holmes et al. (2013) used the DTC model of 
Göttsche and Olesen (2001) to compare timing and amplitudes of maximum LST as 
described by TIR data, MW data, and a model.  

2. Algorithm Overview 

Composited diurnal MLST cycles (LSA-003A) and TSP (LSA-003B) are both part of 
the DLST product. Together the DLST sub-products provide a 10-day synthesis of the 
LSA SAF MLST product (LSA-001) and spatially smooth fields of maximum and 
minimum temperature. This is achieved in two steps consisting of the estimation of:  
 

(i) Maximum and Median LST (LSA-003A) within a compositing period of 10 
days, per time-slot, leading to a maximum/median value every 15 minutes 

(ii) Thermal Surface Parameters ‘TSP’ (LSA-003B) that summarize maximum 
and median diurnal temperature cycles given by the LSA-003A products. 
 

The LSA-003B algorithm performs an effective compression of the 15 minute 
information (96 values per DTC, as contained in the LSA-003A products), through a 
small number of 7 (6 independent) parameters, which are easy to interpret. The LSA-
003A products are subsets of MLST and serve as inputs to LSA-003B: therefore, the 
LSA-003A algorithm is described together with the LSA-001 algorithm in the MLST 
ATBD. The MLST product is estimated from TOA brightness temperatures of SEVIRI 
split-window channels, centred on 10.8 and 12.0 µm (hereafter IR108 and IR120), 
respectively (Trigo et al., 2009). MLST are the only required input to the DLST (LSA-
003) products. The two DLST sub-products, LSA-003A and LSA-003B, their inputs 
and some applications are listed in Table 1 and flow diagrams summarising the LSA-
003 algorithms are shown in Figure 1. 
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Table 1 Required inputs and purpose of DLST sub-products LSA-003A and LSA-003B.  

Inputs Algorithm  Output & sample applications 

up to 960 MLST  
(10 days LSA-001)  

Maximum 
Composite (LSA-

003A) & TSP 
(LSA-003B) 

96 hottest LST (driest conditions) during the 
10 days. The TSP summarize the 96 
maximum LST and describe a smooth DTC.  
Purpose: cloud-detection, determination of 
the "dry edge" in NDVI-LST space, and for 
identifying vegetation stress. 

Median 
Composite (LSA-

003A) & TSP 
(LSA-003B) 

96 average LST (most typical conditions) 
during the 10 days. The TSP summarize the 
96 max. LST and describe a smooth DTC.  
Can be used to define less conservative 
thresholds for cloud-detection and to 
improve estimates of minimum temperature.  

 
 
 

  

Figure 1 Processing chains of the decadal LST (DLST) algorithms (LSA-003). Left: Temporal LST 
composites (LSA-003A). Right: Thermal Surface Parameters (TSP) algorithm (LSA-003B). The TSP 
algorithm fits a model of the diurnal temperature cycle (DTC) to DLST composites. The DTC model and 
the TSP are explained in Figure 6 and Table 2. 

 

2.1. LST Composites as Input to LSA-003B Algorithm 

Modelling composite LST gives spatially continuous fields of TSP and modelled 
LST, which is advantageous for operational purposes as well as for many applications. 
The LST composite products are described in the MLST (LSA-001) ATBD and serve 
here as input to the LSA-003B algorithm. Two temporal (decadal) composites are 
derived from the MLST product (SEVIRI/Meteosat 15 minute LST): DLST maximum 

Compositing Algorithm (LSA-003A) 
Input 

Compositing 
(maximum / median) 

Processing 

1 day with 96 DLST & QC  
   & number valid MLST 

Output 

10 days with 96 MLST each 
(960 LSA-001 products) 

TSP Algorithm (LSA-003B) 
Input 

96 DLST composites  
(LSA-003A products) 

TSP algorithm 
Modelling of DTC 

Processing 

Set of 7 TSP & QC 
& mean and max errors 

Output 
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and median composites (LSA-003A). Maximum composites, i.e. maximum LST per 
observation time-slot within a 10-day period, are well established and highly popular 
due to their simplicity (Holben, 1986). However, median composites (median per 
observation time slot) are computationally only slightly more demanding with the 
biggest difference being data handling and storage. An advantage of median LST is that 
they represent the typical situation within the composition interval. In contrast, 
maximum composites collect the highest observed LST and are, therefore, not 
necessarily representative.  When composites of too few input data are formed (e.g. 
from 2 valid measurements), they tend to be cloud contaminated. Therefore, the number 
of measurements used to create a composite should be monitored and should be kept for 
later interpretation. Minimum LST composites tend to pick up values contaminated by 
undetected clouds, since these are generally colder than cloud-free pixels: this is the 
reason why LSA SAF (and other data providers) do not produce minimum composites. 
However, modelling median LST composites with the DTC model yields good and 
stable estimates of representative minimum LST within the compositing period. 

 
Figure 2 to Figure 5 show some layers of a LST composite product LSA-003A. 

When comparing the maximum LST composite in Figure 2 with the median composite 
in Figure 3, the most obvious features are a) the lower median temperatures and b) the 
finer and more continuous structures in the median composite, e.g. demonstrated by the 
Apennines, Italy, and by the Bordeaux area, France (45° N, 0° E). Some hot areas in 
Algeria (around 60°C) have considerably colder LST in the median composite and show 
more structure. 

 

 
Figure 2 Maximum LST for 13:00h UTC derived from the first 10 days of August 2010. 
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Figure 3 Median LST for 13:00h UTC derived from the first 10 days of August 2010. 

 
Figure 4 shows the number of valid LST found at 13:00h UTC between the 1st 

and 10th of August 2010 (identical for median and maximum composite). The number 
of valid LST mainly reflects the cloud situation at the time of acquisition. Figure 5 
shows the errors associated with each maximum LST (Figure 2); the errors were taken 
directly from the respective layer of the input MLST product (LSA-001) and give a 
good idea about the quality of the LST. Furthermore, the additional product layers allow 
an identification of areas with unusual behaviour, e.g. in the error bar plot (Figure 5) 
there is an area with high LST errors (red) in Algeria which at the same time has 
between 6 to 10 valid LST as input to the composite (Figure 4). 
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Figure 4 Number of valid LST found at 13:00h UTC during the first 10 days of August 2010. 

 

 
Figure 5 Errors associated with maximum LST at 13:00h UTC for the first 10 days of August 2010. 
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3. Algorithm Description 

In the following, the DTC model of Göttsche and Olesen (2001) is referred to as the 
“Goe2001” model while the model of (Göttsche and Olesen, 2009), which is also the 
basis of his ATBD, is referred to as the “Goe2009” model.  

3.1. Theoretical Description 

3.1.1. Physics of the Problem 

Previous work on modelling the DTC of the land surface neglects the effect of the 
atmosphere on solar irradiation or treats atmospheric transmittance in the visible as 
constant (Price, 1977; Cracknell and Xue, 1996): it assumes that the half-wave heating 
flux closely approximates the solar flux for clear sky conditions and can be expressed as 
a half cosine (Watson and Hummer-Miller, 1981; Cracknell and Xue, 1996; Watson, 
1999; Göttsche and Olesen, 2001). However, the transparency of the atmosphere 
decreases in the presence of aerosols and dust and, consequently, the amount of solar 
energy reaching the surface and the heating flux are reduced and do not have a pure 
cosine form (Watson and Hummer-Miller, 1981; Legrand, et al., 1989; Cautenet, et al., 
1992; Legrand, et al., 1992). Furthermore, the emitted long-wave radiance of hot 
surfaces is partially screened by colder dust layers, which results in an apparent cooling 
effect in satellite observations. At night-time, dust enhances the infrared flux incident at 
the ground and results in a local greenhouse effect (Tanre and Legrand, 1991). In the 
following, the Goe2009 model of Göttsche and Olesen (2009) is described, which is 
based on the energy balance equation at the surface and which accounts for the effect of 
atmospheric attenuation on extra-terrestrial solar irradiation. The cosine term of the 
DTC model and its dependence on solar zenith angle follow naturally from the model's 
dependence on solar irradiation. Radiative cooling at “night-time” is described with an 
exponential decay term and requires that daytime and night-time parts smoothly fit 
together at “thermal sunset”, i.e. the model has to be differentiable. The effect of 
atmospheric attenuation on solar irradiation is accounted for by the model parameter 
total optical thickness (TOT) – one of the so-called ‘thermal surface parameters’ (TSP) 
– and leads to a dependence on relative air mass. The model correctly reproduces the 
slow and smooth increase of LST around sunrise and it has the ability to temporally 
“squash” modelled DTC to match the shape of the actual DTC (Göttsche and Olesen, 
2009; Duan et al., 2012).  

 
The typical shape of the Goe2001 and Goe2009 models is illustrated in Figure 6 

and the model parameters are explained in Table 2. In order to reduce the number of 
independent parameters, Göttsche and Olesen (2001) identified parameter “width ω” 
with the daily duration of energy input by the sun, i.e. the hours of daylight. However, 
the Goe2001 model cannot reproduce the day to day variability in DTCs general shape, 
i.e. it does not explain the variation in the width of the temperature peak, nor does it 
reproduce the observed slow and smooth increase of surface temperature at sunrise. 
Instead of beginning from the equation of thermal diffusion (Carslaw and Jaeger, 1959), 
the formulation of the Goe2009 model starts from the energy balance equation at the 
surface. This is motivated by the observation that the so-called “force-restore equation”, 
which is derived from the equation of thermal diffusion with a single harmonic forcing 
term, is an approximation of the energy balance equation at the surface (Yee, 1988). 
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Both models obtain attenuation constant k via the assumption of differentiability at time 
ts (Figure 6), when the model’s term for ‘daytime’ ends and ‘night-time’ starts. 

 

Figure 6 Model parameters (Table 2) and fits of the DTC model “Goe2009” (solid line, eq. (16)) and of 
the Göttsche and Olesen (2001) model “Goe2001” (broken line) to sample LST (data omitted for clarity). 
The “daytime” part T1 (sunrise to start of attenuation function at ts) and the “night-time” part T2 (ts to end, 
here 03:00h) of the models are indicated by broken vertical lines. 

 
 

Table 2 Meaning of the model parameters in the Goe2001 and Goe2009 models. 
Parameter Meaning 

To [°C] minimum temperature 

Ta [°C] temperature amplitude )( 0max TT −=  

tm [solar time] time of the maximum 

ts [solar time] start of the attenuation function 

δT [°C] To – T(t�∞), where t is time 

ω [hh:mm] half-period of cosine oscillation (Goe2001) 

k [hh:mm] attenuation constant (calculated with eq. 
(18)) 

τ  total optical thickness (TOT) 
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3.1.2. Mathematical Description of the Algorithm 

At sun-earth distance, with solar constant 2
0 W/m1367=I  and eccentricity 

factor eN, the extraterrestrial irradiance on a plane with sun zenith angle θz is (Iqbal, 
1983) 

 
( ) ( )zNzext eII θθ cos0 ⋅⋅=   (1) 

( ) ( ) ( ) ( ) ( ) ( )θφδφδθ coscoscossinsincos +=z  (2) 

( ) ( ) ( ) ( ) ( )[ ]θφδφδθ coscoscossinsinarccos +=z  (3) 

Where δ  is solar declination, φ  is the latitude, and tt ⋅=⋅=
h12

π
ϕθ  is the “hour angle” 

with respect to solar noon, with angular velocity ϕ  of the earth’s rotation (
h12

π
) and 

time t; time and hour angle are zero at solar noon, negative in the morning, and positive 
in the afternoon. On its path through the atmosphere the extraterrestrial irradiance is 
partially absorbed and scattered by molecules (Raleigh) and aerosols (Mie). Assuming a 
plane parallel atmosphere and monochromatic light, the Beer-Lambert law can be used 
to calculate the direct solar (shortwave) radiation which reaches the earth’s surface:  

( ) ( ) ( ) ( )zz m

zN

m

extz eIIS
θτθτ θθ ⋅−⋅−↓ ⋅⋅⋅=⋅= ecose 0  

(4) 

  

Where τ is total optical thickness (TOT), i.e. the attenuation constant for a 
vertical path through the atmosphere, and zθ  is solar zenith angle calculated via 

equation 3. Neglecting refraction, relative optical air mass ( )zm θ  can be obtained from 

the following theoretical or empirical relationships:  

( )
( )z

zsimplem
θ

θ
cos

1
=  (5) 

( )
( )

degreesin  θwith 
)(cos

1
z1989 c

zz

zkasten
ba

m −−⋅+
=

θθ
θ  (6) 

( ) ( ) ( ) ( ) 12coscos
2

2006 ++






+−==
H

R

H

R

H

R

H

r
m E

z
E

z
Ez

zvollmer θθ
θ

θ  (7) 

 

Where ( )zsimplem θ  is the simplest formulation of relative air mass and assumes a 

plane-parallel homogenous atmosphere. ( )zkastenm θ1989  is an empirical relationship 

parameterized by Kasten (1989) for the US standard atmosphere. Here, ( )zkastenm θ1989  is 

formulated for sun zenith angle θz; therefore, the constants are a = 0.50572, b = 
96.07995, and c = 1.6364 (Kasten, 1989). Based on geometric considerations, 
Schoenberg (1929) calculated the path of light through a radially symmetric, 
homogeneous atmosphere (uniform and constant density), which Vollmer and 
Gedzelmann (2006) used to define the optical air mass: ( )zvollmerm θ2006  is the ratio 

between the length of a slanted path r(θz) and the thickness of the atmosphere (“scale 
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height”) 
mol

atm

Mg

RT
H = ; with ideal gas constant 11molJK314472.8 −−=R , 

1molg97.28 −=molM  for dry air, 2ms81.9 −=g , and K288=atmT  one obtains

m8430≈H . RE is the radius of the earth (mean RE = 6371 km). Air mass ( )zsimplem θ  is 

accurate up to around 30 degrees and – depending on the needed accuracy – yields 
reasonable values for angles up to 70 degrees, but its limitations are readily seen from 

( ) ∞≤≤ zsimplem θ1 . In contrast, ( )zkastenm θ1989  and ( )zvollmerm θ2006  vary correctly between 1 

and around 38 and are accurate for zenith angles up to around 85 degrees compared to 
tabulated values for the US standard atmosphere. The operational TSP product (LSA-
003B) described in this document uses the air mass definition of Vollmer and 
Gedzelmann (equation (7). This is motivated by the fact that this air mass formulation 
can be adjusted to specific atmospheres (via scale height) and is differentiable at all 
zenith angles, which is advantageous for numerical stability. 

 
For dry bare soil as in the Gobabeb gravel plain (in-situ validation site, see 

Göttsche et al. (2013)) the ground heat flux G at day-time is approximately proportional 
to net radiative flux nR  (Liebethal and Foken, 2007) and Latent heat flux LE is 

negligible. Sensible heat flux H is assumed to be directly proportional to shortwave net 

radiative flux ↑↓ − SS : this is based on the fact that sensible heat flux H is driven by the 
difference between surface temperature and air temperature, which – at least 

approximately – follows ↑↓ − SS . In the absence of advection of energy, the energy 
balance then simplifies to: 

 

( ) nGHn RcSScLLSSGLEHR ⋅−−⋅−−+−=−−−= ↑↓↑↓↑↓0  (8) 

Where Hc  is a dimensionless constant linking H to net shortwave flux, Gc  is a 

dimensionless constant linking G to net radiative flux nR , and ↑S  and ↑L  are the up-

welling and ↓S  and ↓L  the down-welling shortwave and longwave fluxes, respectively. 
The assumption of constant Gc  is only approximately valid at day-time and Gc  depends 

on soil type and conditions as well as vegetation cover (Kustas and Daughtry, 1990; 

Bastiaanssen et al., 1998; Liebethal and Foken, 2007). By solving equation 8 for ↑L  and 
applying Stefan-Boltzmann’s law and Kirchhoff’s law we now derive an expression for 
surface temperatureT : 

( ) ( ) ( )↑↓↑↓↓↑↓↑ −+−⋅−+−⋅−= LLSScLcSSL GH1  (9) 

( ) ( ) ( ) ( )[ ]εσεεσε −⋅−⋅⋅−⋅−+−−⋅−⋅=−⋅+⋅⋅ ↓↓↓↓↓ 1111 44 LTLcLccASLT GGH  (10) 

( ) ( ) ( ) ( )GGHg cLccASTc −⋅⋅+−−⋅−⋅=⋅⋅⋅− ↓↓ 1111 4 εσε  (11) 
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( ) ( )
( )

4

1

1

11








⋅

⋅⋅−
−−⋅−

+= ↓
↓

S
c

ccAL
T

G

GH

εσσ
 (12) 

where A  is broadband albedo and ε  is broadband emissivity of the surface. If 

we assume A , ε , and ↓L  to be constant (at least over a day), i.e. that no rain event or 
significant change of lower air mass temperature and humidity take place, then equation 

12 depends only on ↓S . Even though ↓L  is generally not constant (at Gobabeb it 

oscillated with daily amplitude of around 80 W/m2) it approximately follows ↓S  with a 

time-lag of about an hour. Therefore, most of the errors due to assuming constant ↓L  
can be compensated by adjusting Hc . Linearizing surface temperature T  with a Taylor 

series around 0=↓S  yields: 

( ) ( ) ( ) ( ) ( ) ↓
↓

↓
↓

↓
↓ ⋅+








=−⋅+≈ S

dS

dTL
S

dS

dT
TST

0
0

0
0

4

1

σ
 (13) 

( ) ( ) ( )
( )

const.
1

11

4

10
where

4

3

=
⋅⋅−
−−⋅−

⋅







=

−
↓

↓ εσσ G

GH

c

ccAL

dS

dT
  

From equation 13 follows that ( )
4

1

0 







=

↓

σ
L

T . However, this temperature will not 

be observed in reality, because this temperature is only reached after an infinite amount 
of time passed without changes in downwelling longwave radiation and without 

insolation. Therefore, we can only assume ( )00 TT ≈ . Setting 
( )
↓

=
dS

dT 0
κ  and inserting 

equation 4 for solar irradiation into equation 13 then allows the “day-time” part of the 
new DTC model to be written as 

 

( ) ( ) ( ) ( )zm

zNzz eITSTT
θτθκθκθ ⋅−↓ ⋅⋅⋅⋅+=⋅+= ecos0001  (14) 

In other words, κ is the proportionality constant linking the surface’s thermal 
response to solar irradiation. At hour angle θ = 0 we have minimum zenith angle 

( ) ( ) ( ) ( )[ ]φδφδθ coscossinsinarccosmin, +=z  and minimum relative air mass 

( )min,min zmm θ=  and LST (equation 14) reaches its maximum maxT . With temperature 

amplitude 0max TTTa −=  follows: 

 

( ) minecos min,0
m

zNa eIT
⋅−⋅⋅⋅⋅= τθκ  (15) 
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Multiplying both sides of equation 15 by ( )min,cos

e min

z

m

θ

τ ⋅

, substituting 

( )min,

0 cos

e min

z

m

aN TeI
θ

κ
τ ⋅

⋅=⋅⋅  into equation 14, and then writing the second ("night-time") 

part of the new DTC model in analogy to Göttsche and Olesen (2001) yields: 
 

( )
( )( )

( )

( )
( )( )

( )
( )

s
k

h12

min,

zsa02

s

min,

a01

smin

min

eδT
cos

e
cosT)δTT()(T

cos

e
cosTT)(T

θθ
θ

θθ

θθ
θ

θθ

θθ
π

θτ

θτ

≥




⋅











−⋅⋅++=

<




⋅⋅+=

−
−−

−

z

mm

z

mm

z

zs

z

 (16) 

 
The meaning of the parameters in equation 16 is explained in Table 2 and Figure 

6. Here, ( )mt-t
12

⋅=
h

π
θ  is the “thermal” hour angle with respect to thermal noon at 

time tm, which equals solar zenith angle plus some phase shift (time lag between 

maximum solar irradiation and maximum LST). Similarly, ( )ms tt
12

−⋅=
h

s

π
θ  is the 

thermal hour angle when the exponential decay part T2 starts at time ts and zsθ  is the 

corresponding thermal zenith angle, which is obtained by inserting the thermal hour 
angles into equation 3. One of equations 5-7 for relative optical air mass )( zm θ  is 

inserted into equation 16. A total optical thickness (TOT) τ > 0 in equation 4 reduces 
solar irradiation and makes the irradiance peak narrower (“squashes it” around solar 
noon); via equations 16 it has the same effect on modelled DTC around thermal noon. 
Furthermore, τ > 0 reproduces the observed smooth and gradual (inverse exponential) 
increase of solar irradiation and LST at sunrise and yields more realistic minimum 
temperatures 0T  (see Figure 6) for a comparison of the Goe2001 and Goe2009 models). 

 
Continuity of First Derivatives 

In order to account for the observed ‘smoothness’ of undisturbed (cloud free) DTCs, the 
model is required to be differentiable everywhere, also at time t = ts (at hour angle

sθθ = ). Applying the chain rule, the first derivatives with respect to time t of the two 

parts of the model given by equation 16 are: 
 

( )( )

( ) ( ) ( ) ( )

( )
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( )
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z

z
zz

z

mm

z

z

d

d

d

d

d

d

d

d

d

d

d

dm

d

d

d

d

d

d

d

d

zs

z

t
eδT
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And therefore the derivatives at sθθ = must be equal: 
t

)(T

t

)(T s 2s 1

d

d

d

d θθ
= . 

Cancelling the terms 
td

dθ
 and solving for k yields: 

 

( )

( )
( )

( )( )

( ) ( ) ( )
z

mm

z

z m

d

d

h zs

θ
θ

θτθ

θ
θ

θ
θθ

π

θτ

∂

∂
⋅⋅+

⋅−

⋅
⋅

=
−

zs
zszs

min,

a

zs

s cossin

e

cos

T

δT
cos

12
k

min

 (18) 

where the 
( )
θ
θθ

d

d z s  is the derivative of zenith angle zθ  (equation 3) w.r.t. hour 

angle at sθ , 

 
( ) ( ) ( )

( ) ( ) ( ) ( ) ( )θφδφδ
φδθ

θ
θ

sincoscossinsin

coscossin

⋅⋅+⋅
⋅⋅

=
d

d z
 

(19) 

 

and 
( )

z

zsm

θ
θ

∂
∂

 is here the derivative of the Vollmer and Gedzelmann (2006) air 

mass (eq. (7) w.r.t. zenith angle at zsθ : 
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 (20) 

 

The term 
( )

( )( )zsmm

z

θτ

θ
−⋅

mine

cos

T

δT min,

a

 in equation 18 corrects the attenuation constant k for 

changes of the minimum temperature T0, e.g. its increase or decrease for days with net 
gain or loss of heat, respectively. For a completely transparent atmosphere (optical 
thickness 0=τ ) equations 16 and 18 have the same form as the Goe2001 model 
(Göttsche and Olesen, 2001) but with the additional scaling term ( )min,cos/1 zθ . The 

Goe2009 model contains one more parameter (total optical thickness τ ) than the 
Goe2001 model, but since it does not use width ω as a free parameter, the total number 
of free parameters is still six. The DTC model given by equations 16 and 18 is non-
linear, which means that the corresponding normal equations cannot be solved 
explicitly. Therefore, a Levenberg-Marquardt scheme (Press et al., 1990) is utilised to 
fit the model to time-series of LST, e.g. derived from in-situ radiance measurements or 
taken from the LSA-SAF operational LST product.  
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3.1.3. Error Budget Estimates 

Since the median and maximum composites (LSA-003A) are directly obtained 
from MLST (LSA-001), these products share the same accuracy requirements, i.e. 4K 
(threshold), 2K (target) and 1K (optimal); the MLST uncertainty budget is described in 
detail by Freitas et al. (2010). The uncertainties provided in LSA-003A are copies of the 
uncertainties provided in the input MLST product (LSA-001). However, during the 
compositing period usually some data are missing (e.g. due to clouds) and fewer than 10 
valid MLST are available per pixel and slot (one of SEVIRI’s 96 acquisition times).  
Since the composites are directly obtained from MLST, they are also subject to 
uncertainty from undetected clouds. From the above follows, that individual composite 
LST (LSA-003A) can deviate considerably form their expected values, i.e. those one 
would obtain by temporally interpolating between the neighbouring composite LST.  

 
The TSP algorithm (LSA-003B) fits a model of the diurnal temperature cycle 

(DTC) to the entire time series of composite LST (LSA-003A), i.e. it smoothes and 
temporally interpolates the input composite LST, which considerably reduces the 
impact of outliers, e.g. due to cloud contamination. The TSP (LSA-003B) have different 
physical units (time, temperature, unit-less) and, therefore, do not share the MLST 
product’s accuracy requirements. However, there is a correspondence between the LSA-
003B layers 'mean_err' and 'max_err' and the LSA-001 product accuracy requirements 
since the two errors give the average and maximum deviation between the input LST 
(composites) and the corresponding modelled LST. Assuming that the model describes 
the DTC of the land surface perfectly and the input data are cloud-free, the deviations 
between input LST and modelled LST are expected to be random. Under those 
conditions the average of these deviations would also be subject to the LSA-001 product 
accuracy requirements (Freitas et al., 2010). Assuming random deviations around the 
modelled DTC and LST composites (LSA-003A) sharing LSA-001 accuracy 
requirements, the requirements on the ‘mean fit error’ of the TSP (LSA-003B) product 
are set to 2 K threshold, 1.0 K target, and 0.5 K optimal. The latter is in agreement with 
the findings of Duan et al. (2012), who determined an overall RMSE of 0.4 K when 
evaluating the Goe2009 model against DTC described by selected days of MSG-
SEVIRI LST and in-situ LST.  

 
In-situ measurements show that after short-term cloud cover LST generally 

returns quickly to clear-sky values (Göttsche et al., 2013). Göttsche and Olesen (2001) 
studied the effect of 3 h data gaps at various times of the day on derived TSP and 
obtained a maximum difference of 0.6 K between LST modelled with and without gaps. 
Stöckli (2013) allowed data gaps of up to 7h (28 SEVIRI slots) when using the 
Goe2009 model for cloud screening.  

3.2. Practical Considerations 

 

Parameter Initialisation 

The choice of initial parameter values is usually uncritical: width ω is not needed by the 
Goe2009 model since the duration of daylight is intrinsically included via zenith angle 
(equation (3)). Attenuation constant k (equation 18) is calculated once per iteration of 
the Levenberg-Marquardt minimisation scheme, which simultaneously fits equations 16 
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to the data. To and Ta are initialised based on the maximum and minimum of the DTC. 
The other parameters are set to reasonable values, e.g. δT = 0.5 °C and tm and ts are set 
to 12:30h and 17:00h solar time, respectively. Atmospheric optical thickness is 
initialised with a representative value for “clear” atmospheres, e.g. 03.0=τ . 

3.2.1. 7Validation and Algorithm Performance 

The analysis of the TSP algorithm’s performance presented here has been 
adapted from the paper by Göttsche and Olesen (2009). The results were obtained by 
applying the TSP algorithm to nearly cloud-free diurnal cycles of in-situ LST obtained 
from validation stations at Gobabeb, Namibia and Evora, Portugal. In order to compare 
the Goe2009 model with Vollmer airmass (eq. (7) to the Goe2001 model, both models 
were fitted to LST time series of 54 days and 100 days for Gobabeb and Evora 
validation sites, respectively. The time series are from periods with low cloud frequency 
and no additional cloud-masking was performed. The mean fit error (in-situ LST minus 
modelled LST) at 15 minutes interval for 54 days from Gobabeb is shown in Figure 7, 
i.e. each data point represents the mean of 54 individual fit errors obtained at the 
corresponding solar time.  

 
Figure 7 Mean error at 15min interval over 54 days between LST derived from KT-15 East and fitted 
LST for Goe2001 (triangles) and Goe2009 with Vollmer airmass definition (crosses) at Gobabeb 
(05.12.2007 to 28.01.2008). 
 

Figure 7 shows that, on average, the Goe2001 model substantially 
underestimates the measured DTC around sunrise (at about 6h) by 2.8°C and continues 
to either overestimate or underestimate the DTC until the afternoon, e.g. by 1.0°C 
around 13h. The considerably smaller values of the mean fit error of the Goe2009 
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model demonstrate its improved ability to reproduce the DTC. However, in the late 
afternoon the mean fit error oscillates with amplitude of about 0.5°C, which suggests a 
relatively small, but systematic mismatch between model and measurements at this time 
of the day. At night time the two models show small and similar errors of less than 
0.5°C.  

The effect of different air mass definitions on DTC modelling is shown in Figure 
8, which compares the mean fit error of the Goe2009 model for the definitions given by 
equations (5) - (7).  The three definitions result in nearly identical mean fit errors (about 
0.5°C).  However, the Vollmer air mass performs has the additional advantage of being 
a) continuous at θz = 90° and b) independent of tabulated values for a specific 
atmosphere.  

 

 

Figure 8 Mean error at 15min interval over 54 days between LST derived from KT-15 East and fitted 
LST for Goe2009 with airmass definitions according to Vollmer (crosses), simple (diamonds), and 
Kasten1989 (triangles) at Gobabeb, Namibia (05.12.2007 to 28.01.2008). 

 
The histogram of daily mean absolute deviation of the Goe2009 model from 

measured LST is shown in Figure 9. The histogram represents the same 54 days used in 
Figure 7 and Figure 8. The histogram mean is 0.62°C and only 2 days deviate by more 
than 1°C (Figure 9); bias is minimised by the fitting process and is practically zero. 
Furthermore, the histogram seems to indicate a bi-modal distribution with one peak near 
0.5°C and a second one near 0.8°C: this could be interpreted as overlapping 
distributions for clear-sky DTC and for DTC with regular disturbances (e.g. fog).   
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Figure 9 Histogram of mean absolute deviation per day for Goe2009 with Vollmer airmass definition 
fitted to 54 diurnal temperature cycles measured at Gobabeb, Namibia. 

 
Additionally, the performance of the model is investigated using DTC measured 

over a grass surface (emissivity set to 0.98) and mid-latitude atmospheric situations 
(Evora validation site, Portugal see Kabsch et al. (2008)). Figure 10 and Figure 11 show 
results for measurements taken at Evora validation site in Portugal. The mean fit error 
(measured LST – modelled LST) for 100 days at 15 minutes interval for Evora is shown 
in Figure 10. The mean fit error for Goe2001 reaches up to 3.1°C around sunrise and up 
to -2.8°C around 17 hours. The mean fit error for Goe2009 reaches up to -1.8K around 
17 hours. Both models have positive mean errors around 16 hours and negative mean 
errors around 17 hours, i.e. on average they first underestimate and then overestimate 
DTC. However, the mean fit error of the Goe2009 model stays below 2.0°C at any time 
of the day. At night time both models perform similarly.  
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Figure 10 Mean error at 15min interval over 100 days between KT-15 LST and fitted LST for Goe2001 
(triangles) and Goe2009 with Vollmer airmass definition (crosses) at Evora, Portugal (11.06.2008 to 
08.11.2008).   

 

Figure 11 shows a histogram of daily mean absolute deviation of measured LST from 
modelled LST for Goe2009. The histogram represents the same 100 days used in Figure 
10. The mean of the histogram is 0.97°C and the distribution appears to be uni-modal 
with its peak near 0.8°C. 
 
The results in this section demonstrate the performance of the algorithm when applied 
to near-perfect but measured DTC, here represented by time series of in-situ LST from 
the two validation stations Evora and Gobabeb. The model has shown to describe the 
general shape of cloud-free DTC well: the average of daily mean absolute deviation 
between modelled and measured DTC is 0.62 °C for Gobabeb and 0.97 °C for Evora, 
where the latter is more effected by cloud-contaminated LST. The histograms for 'mean 
absolute deviation' per day, e.g. Figure 9, give an impression of the typical accuracy that 
can be expected for high-quality input data (cloud-free and continuous).  
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Figure 11 Histogram of mean absolute deviation per day for Goe2009 with Vollmer airmass definition 
fitted to 100 diurnal temperature cycles measured at Evora, Portugal. 

 
 
TSP From Decadal LST Composites 

The default mode of the TSP (LSA-003B) algorithm uses LSA-003A products (10-day 
temporal composites of MLST) as inputs; therefore, the LSA-003A algorithm is 
described in the MLST (LSA-001) ATBD. The input LST composites (LSA-003A) are 
treated as "normal" MLST slots that describe a synthetic DTC which matches the 
compositing criterion (i.e. median or maximum). The obtained TSP consist of six 
independent parameters per pixel and compositing period (see Table 2). Figure 12 to 
Figure 15 show examples for TSP derived for median composites of MLST. A major 
advantage of using TSP is that the parameter fields are spatially more continuous than 
individual MLST (LSA-001) and DLST composites (LSA-003A), which is 
demonstrated by the few missing data (white areas). The TSP also allow to obtain 
modelled "maximum composites" (Figure 12) and "minimum composites" (Figure 13), 
and temperature amplitudes (Figure 14). In contrast to amplitudes directly obtained 
from DTC data or DTC composites these are generally unaffected by noisy minimum 
temperatures, which tend to be cloud-contaminated. However, there is significantly 
more visible detail in the temperature amplitudes than in the maximum temperatures. 
This can be explained by differences in elevation, thermal inertia, and soil moisture / 
evapotranspiration, which affect the diurnal range of LST more strongly.  
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Figure 12 Modelled maximum LST for median DTC of the last 10 days in June 2009. 

 

 
Figure 13 Modelled minimum LST for median DTC of the last 10 days in June 2009. 
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Figure 14 Modelled LST amplitude for median DTC of the last 10 days in June 2009. 

 
 
Figure 15 shows the time of modelled maximum LST, where time UTC is given in 
SEVIRI slots, i.e. each slot corresponds to 15 min and slot 49 is 12:00h UTC 
(alternatively the output can be set to solar time). The figure highlights the impact of 
solar noon, i.e. the time of maximum LST shifts to progressively later times when 
moving from east to west. When limiting comparisons to smaller geographical areas, 
relative differences in the time of maximum LST indicate differences of thermal inertia 
and local atmosphere, e.g. in Figure 15 North Africa and Italy appear nearly without 
structure, whereas areas with delayed times of maximum LST are visible in Portugal, 
parts of Spain and southern France. There are also some areas in Austria with maximum 
temperatures occurring earlier than in their surroundings: these may be linked to a lake 
area and to topographical effects. In contrast, the temperature amplitudes (Figure 14) 
show spatially contrasting features in northern Africa (Algeria; high amplitudes over 
bare mountain areas) and in Italy (Apennines; low amplitudes over forests). The 
availability of spatially continuous TSP allows systematic studies of relationships 
between thermal and other surface parameters, e.g. vegetation indices and surface 
moisture. 
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Figure 15 Modelled time of LST maximum for median DTC of the last 10 days in June 2009.  

 
 
Figure 16 shows the median LST composite at 10:15 UTC for the LSA-SAF 
geographical region ‘Southern Africa’ over the compositing period 1-10 October 2009. 
Figure 17 shows the maximum temperatures for the same period, which were 
determined by fitting the DTC model to the corresponding sequence of median LST 
composites. In the northern half of the ‘Southern Africa’ region the modelled maximum 
temperatures have considerably fewer missing values (dark blue pixel) and are less 
noisy than the LST in the individual median composite shown in Figure 16. The 
modelled maximum temperatures are less affected by clouds and areas with similar 
maximum temperatures are spatially more continuous with better defined boundaries. 
Figure 18 shows the corresponding modelled minimum temperatures and Figure 19 
shows the difference between Figure 17 and Figure 18, i.e. the temperature amplitudes.  
Once re-processed MLST (LSA-001) data are available the TSP (LSA-003B) can be 
used to derive reliable and smooth TCI, as defined by Kogan (1995).  
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Figure 16 Median LST composite at 10:15 UTC obtained for 1-10 October 2009. 
  

 

 
Figure 17 Maximum temperatures Tmax obtained from median DTC for 1-10 October 2009. 
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High values (red) of minimum temperature (Figure 18) are mainly associated with  
surface water, whereas the low minimum temperatures are often related to high altitude 
areas, e.g. the ‘blue band’ across South Africa occurs over mountains with heights up to 
2500 m.  
 

 
Figure 18  Minimum temperatures T0 obtained from median DTC for 1-10 October 2009. 
 

In contrast, high temperature amplitudes (Figure 19) are usually associated with dry 
bare surfaces, little evapotranspiration, and low thermal inertia. Most striking in this 
respect are the high amplitudes over the Namib sand sea and some regions east of it: the 
Namib consists of high sand dunes (up to 300m) whereas the eastern high amplitude 
regions (e.g. over the Nama – Karoo Basin and the Kalahari Sandveld) are covered by 
relatively sparse and usually dry vegetation. These features are shown in more detail in 
Figure 20, a subset of Figure 19 with a corresponding Landsat ‘true colour’ image. 
There clearly is a strong correlation between high amplitudes and major geological 
features: a result to be expected since there is a close relationship between temperature 
amplitude and thermal inertia. In contrast, over green vegetation and water bodies, e.g. 
over the Okavango delta and along the north-eastern edge of the Etosha pan (a large 
mineral pan into which several perennial rivers drain from North), temperature 
amplitudes are considerably lower (green-blue areas) due to evapotranspiration and the 
high thermal inertia of water. 
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Figure 19 Temperature amplitudes (Tmax – T0) obtained from median DTC for 1-10 October 2009. 

 

 
Figure 20 Subset of Figure 19 showing parts South Africa & Namibia (left) and corresponding Landsat 
‘true colour image’ (right). 
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3.2.2. Quality Control & Diagnostics 

The quality control (QC) flags listed in Table 3 are contained in dataset ‘qual’ of the 
HDF5 output file (Table 4). Only for QC = 0 the required constraints on the input LST 
(e.g. maximum allowed data gap) have been fulfilled; for QC = 64 (maximum number 
of iterations reached) the results should be treated with care. The dataset ‘mean_err’ 
(Table 4) should be interpreted against the product’s accuracy requirements, i.e. 2 K 
threshold, 1.0 K target, and 0.5 K optimal accuracy.  Unusually large ‘max_err’ (Table 
4) indicate outliers. 
 
Table 3 - Description of DLST TSP (LSA-003B) QC information (flags are additive). 

Binary Value  Decimal 

Value 

Description 

00000000 0 Result OK 
00000001 1 No result: data unevenly distributed 
00000010 2 No result: diurnal LST variation too small 
00000100 4 No result: data gap too large 
00001000 8 No result: too few data points 
01000000 64 Warning: maximum number of iterations (10) 
10000000 128 Invalid: singular matrix error 
 

3.2.3. Exception Handling 

All exceptions are interpreted as ‘singular matrix error’ (QC flag set to 128; Table 3): 
these usually occur for input data with shapes strongly deviating from clear-sky DTC. 
After an exception occurred the processing continues with the next pixel location. 

3.2.4. Outputs 

LSA SAF’s operational processing chain generates TSP (LSA-003B) for inputs of 
maximum and median decadal LST composites (LSA-003A). The TSP can be regarded 
as composite data and provide users with the following 10 data fields: 
 

• minimum temperature (approximately at sunrise) 
• temperature amplitude 
• attenuation constant of exponential decay function 
• minimum temperature (model temperature after infinite decay) 
• maximum deviation between model and data 
• mean deviation between model and data 
• quality control information for each model fit 
• starting time of the exponential temperature decay 
• time of maximum temperature 
• total optical thickness of the atmosphere 

 
Table 4 describes the contents of TSP product files (LSA-003B) in more detail. 
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Table 4 - Contents of the DLST TSP (LSA-003B) product file. 

Parameter Dataset 

Name 

Unit Range Variable 

Type 

Scale 

Factor 

Minimum 
Temperature 

T0 ºC [-80, +70] 16-bit 
Integer 

100 

Temperature 
Amplitude 

Ta ºC [+5, +50] 16-bit 
Integer 

100 

Attenuation 
constant 

att 15 min , 
SEVIRI slot 

[+0.5, +60] 16-bit 
Integer 

100 

Temperature 
Difference 

dT °C [-150, +150] 
Typical: 
[-10, +10] 

16-bit 
Integer 

100 

Maximum 
error 

max_err °C [0, +70] 
Typical: 
[0, +20] 

16-bit 
Integer 

100 

Mean error mean_err °C [0, +70] 
Typical: 
[0, +5] 

16-bit 
Integer 

100 

Quality Flag qual 1 [0,192] 16-bit 
Integer 

1 

Start time of 
exponential 
decay (night) 

tdec 15 min , 
SEVIRI slot 

[>= 1] 
Typical: 
[50,90] 

16-bit 
Integer 

100 

Time of 
maximum 
temperature 

tmax 15 min , 
SEVIRI slot 

[>=1] 
Typical: 
[30, 70] 

16-bit 
Integer 

100 

Total optical 
thickness 

tot 1 [0.01,2.0]   16-bit 
Integer 

10000 

 
 

4. Assumptions and Limitations 

4.1. Assumptions 

The DTC model of Göttsche et al. (2009) makes the following basic assumptions: 
 

1) only one sunrise takes place (i.e. single DTC are modelled) 
2) free decay of temperature after “thermal sunset” at time ts 
3) clear-sky conditions & no significant changes of surface or atmosphere 

 
The first two assumptions imply that the input data need to be limited to the interval 
between two consecutive sunrises: this avoids an influence of the previous night-time 
cooling and the next solar heating phase on the fits. The assumption of clear-sky 
conditions follows directly from the formulation of the DTC model (section 3.1.2.). 

4.2. Constraints and Limitations 

The TSP algorithm’s performance is influenced by the quality of the input LST as well 
as by atmospheric and surface wind conditions: therefore, the input LST data should at 
least approximate undisturbed DTC. However, relatively few DTC described by 
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MSG/SEVIRI pixel are retrieved under completely clear-sky conditions. Therefore, 
LSA SAF’s operational processing chain uses DLST (LSA-003A) composites as input 
to the LSA-003B algorithm. Decadal LST composites are assumed to be statistically 
representative of their respective pixel and SEVIRI slot: this may not always be a 
realistic assumption, but a 10 day compositing period is a well-established compromise 
between resolving the dynamics at the surface and data availability (Holben, 1986). 
Consequently, the quality of the LSA-003A products is limited by the available 
observations for each pixel and time slot. However, spatial continuity is maximised by 
only requiring a single valid MLST for the composites to be formed. This can introduce 
substantial variability into the resulting ‘synthetic DTC’, but the effect of isolated 
outliers on the LSA-003B (TSP) algorithm is limited by the simultaneous fitting of the 
DTC model to the entire time series of LST composites, which smoothes short-term 
variability considerably (see section 0).  
 
The minimum number of required input LST is determined by the number of free model 
parameters (TSP). However, this assumes that the information contained in the LST is 
not redundant, e.g. it is not possible to retrieve an entire DTC from night-time LST 
only. If the number of input LST is smaller than number of parameters, e.g. as quite 
common for polar orbiters, modelling may still be possible provided that the number of 
free parameters can be reduced (Schädlich et al., 2001).  
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Annex - Derived LST Composite Products: LSA-003 (DLST) Processing Scheme 

 
The derived DLST composite products are directly created from LSA-001 products 
(MLST), i.e. DLST pixel consist of selected MSG/SEVIRI LST retrieved with the 
MLST algorithm (sections Erro! A origem da referência não foi encontrada. and 
Erro! A origem da referência não foi encontrada.). Only valid MLST data within the 
compositing period are taken into account and processing is performed for the entire 
MSG/SEVIRI disk. Before DLST composite products can be formed, the MLST input 
files for the compositing period have to be available: therefore, for decadal composites 
the MLST files of the previous 10 days, i.e. up to 960 (1056 for 11 days) MLST files 
have to be kept in the processing chain. Separate algorithms for median and maximum 
LST composites have been implemented. The main steps of DLST algorithm execution 
may be described as follows: 
 
LSA-003A 

Maximum LST Composite: 
1 outer loop over the 96 daily MSG slots (time) 
2 inner loop over the input files matching current MSG slot (time) 

2.1 outer loop over MSG line 
2.2 inner loop over MSG column 

2.2.1 obtain number of valid LST 
2.2.2 save LST maximum and respective QC flag & error 
bar 

 
 
Median LST Composite: 

1 outer loop over the 96 daily MSG slots (time) 
2 inner loop over the input files matching current MSG slot (time) 
 2.1 store LST and error bar as layers in 3-D array 

 
3 outer loop over MSG line 
4 inner loop over MSG column 

4.1 extract all valid LST at location (column, line) from 3-D array 
4.2 obtain median LST, error bar and number of valid LST 

 

 
The Thermal Surface Parameters (TSP) model is then applied to the output of LSA-
003A, allowing the description of the median and maximum LST diurnal cycle (96 
time-slots) over each 10-day period using 7 parameters, of which 6 are free: 
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LSA-003B 

Thermal Surface Parameters (TSP): 
1 load up to 96 DLST composites (LSA-003A) as layers into 3-D array 
2 outer loop over MSG line 
3 inner loop over MSG column 

3.1 extract ‘synthetic’ DTC at (column, line) from 3-D array 
3.2 initialize TSP based on DTC statistics 
3.3 fit the model to the DTC (max. 10 iterations) 
3.4 if stop criterion is met, save TSP, errors, and QC flags 

 
 

  

 
Figure 21 Processing chains of the derived LST (DLST) product (LSA-003). Left: Temporal LST 

composites (LSA-003A). Right: Thermal Surface Parameters (TSP) algorithm (LSA-003B). The 

TSP algorithm fits a model of the diurnal temperature cycle (DTC) to DLST composites. The DTC 

model and the TSP are explained in Figure 6 and Table 2. 
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